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RELIABILITY FOR THE LAW OF 

COMPABATIVE 

In studies using the method of paired comparisons and the law of 

comparative Judgment, it is desirable to determine the reliability of 

the scales which are obtained. For a given set of data one might like 

tc know thf* extent to which the law of comparative Judgment is successful 

in accounting for the total variance in the data. 

Hosteller (15) has outlined a chi-square test of the agreement 

between the fitted proportions ( p* ) and the observed proportions 

( p ); such a test labels the discrepaöcy between observation and theory 

as either "significant" or "non-significant" but does not indicate vhether 

the variance accounted for by the theory is large or small in relation 

to the total variance In the data. 

This property of significance tests is well knovn and has been 

clearly stated by Cochran (3) in his discussion of the chi-square test. 

"The power of the test to detect an underlying disagreement 

between theory and data is controlled largely by the siae of the 

sample. With a small sample an alternative hypothesis which de- 

parts violently from the null hypothesis may still have a small 

probability of yielding a significant value of X*" . In a very 

large sample, small and unimportant departures from the null hy- 

pothesis are almost certain to be detected." 

If the sample is small then the X2 test win show that the data 

are "not significantly different from" quite a wide range of very 

■Slmöks are due to Ledyard Tucker and Frederic Lord for valuable 
suggestioas on the development presented here. 
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different theories, while if the sample is large, the X  test will 

show that the data are "aigpaificantly" different from those expected 

on a given theory even though the difference may he so very slight as 

to be negligible or unimportant on other criteria. Fisher (6) gives 

a good illustration of this point in his analysis of Weldon's data on 

dice throws. If we test the theory that a throw of 5 or 6 has a 

probability of 1/3, then chi-equare for Weldon's data is very large, 

with p of .0001. However, a very slight change In the theory — fro« 

a probability of .5555 to a probability of .5577 — gives a quite 

reasonable chi-square with a p value of ,5 or .h. 

In order to proceed appropriately in any scientific Investigation 

it is likely to be necessary to answer two different questions: 

1. Is it reasonable to say that random variation accounts for 

the difference between theory and data? 

2. How large is this difference relative to the variation that 

is accounted for by the theoryt 

In studying the applicability of the law of comparative Judgment, 

variance-component and analysia-of-variance techniques can provide 

appropriate answers to these questions by methods outlined below and 

there applied to two sets of data on handwriting specimens and to 

Hosteller's (ij) baseball datr. 

The data of the example. 

The Handwriting specimens were chosen from the Ayres (l) hand- 

writing scale. This scale consists of a series of hanlwriting specimens 

of nine different scale levels, numbered from 10 (the lowest) to 90 

awWiiiliWi-'ittt'WIIMIttllHIi 
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(the highest). Each of these acaile values Is represented hy three 

spedmens, a "vertical" style (a), a normal slant (h), and an extreme 

slant (c). Thus the scale consists of 27 different handwriting speci- 

mens. In conventional use, a handwriting specimen to he scaled is 

Judged to he like one of the scale specimens or to fall hetween two 

of them. Thus, specimens can he scaled 10 to 90. The extremely had 

or good ones might he either helow 10 or ahove 90 respectively. Nine 

of these handwriting specimens were chosen for the present experiment: 

50a, 50h, 50c, 70a, 70h, 70c, 80a, 80h, and SOc (shown in Figure l). 

The 56 possible pairs for these nine specimens were arranged in a 

booklet, with Instructions for the judge to pick the better member of 

each pair. It is interesting to note that one can easily develop a 

discussion in a class in measurement to Indicate that there are numerous 

criteria on which it is possible to Judge these handwriting specimens; 

the class will rather readily reach the conclusion that any set of 

Judgments would be meaningless, highly unreliable, and undupllcatable 

unless one defined in great verbal detail exactly what characteristic 

was to be Judged, instead of simply using the term "better handwriting." 

In the late 1930'8 this schedule was given without preliminary dis- 

cussion of the problem to 100 students at the University of Chicago, 

and In the late »li-O's it was given, again without preliminary dis- 

cussion, to 100 students at Princeton University, The data ( p , the 

observed proportions,) are shown in Table 1. The agreement between 

these two sets of Judgments for 100 people taken In different institutions 

about ten years apart is rather striking. 

BSWUmiBtl. i 'tsmttf 'iltipi'i «iitgl»^lti«»iM»wiiMlys^^ 
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©je tvo aets of scale values obtained frosa utUizii^ tfce lav of 

ccmpamtiye JudgaeEt as stated hy Hiuretone (14, 15) are shown In Tafcie 

2. In both of these scales, stimulus 50a (the poorest one) has been 

chosen as having a scale value of zero. The fitted proportions ( p* ) 

computed from, these scale values are given la Table 5. The scale values 

for the total group, given in Table 2, are found by sunsRing the frequencies 

for the two groups and then proceeding to scale as for Oie single groups. 

When Hosteller's (15) chi-square test for goodness of fit is applied 

to these data one finds (see Table 5, XJJ ) a chi-square of about 7^ 

for the Chicago data, 76 for the Princeton data, and 127 for the two 

groups combined. Ütoe corresponding p -values are each less than .0001; 

the chi-square value at the .01 level being only k&.   Thus, the con- 

clusion reached would be that the data are not fully accounted for by 

the law of comparative judgment. However, it is interesting and 

meaningful to know whether the fraction of the systamatic variation 

which, is not accounted for should be regarded as approximately 1 or 

2 percent or as much as 75 percent. For example, if an aptitude test 

has a validity coefficient of .5 for predicting some criterion, it Is 

considered a very useful test, even though it is also true that 75 per- 

cent of the variance in the criterion is not accounted for by the test. 

Under such circumstances It would doubtless be true that the criterion 

contains a significant non-random component that is different from 

anything represented by the test. Amlysis-of-variance and varianee- 

component analysis procedures will give information on the percentage 

of the variance which is accounted for and on the percentage which 

'S&'z-:. /.r-^g^sgä. vrms^'stis&ams^4T::j~: 



TABLE 1 

Experiaental Proportions (p) 

Bandwritlng 
Specimeas    — m 50a 5öb 50c 70a 70b 70c 80a 80b 80c 

—ir— 
50a c 

p 
— .52 

.52 
.67 
.66 

.95 

.88 
.99 
.98 

.98 

.98 
.99 
.97 

't1 
.83 

.9^ 

.86 

50b c 
p :: 

.60 

.60 
.85 
.69 

.95 

.97 
.96 
.96 

.98 

.93 
.98 
.9^ 

.95 

.91 

50c c 
p 

.53 
M 

MM» .76 
.70 

.78 

.82 
.92 
.9^ 

.91 

.92 
.86 
.ek 

.96 

.93 

TOa c 
p 

.05 

.12 
.15 
.31 

.2k 

.30 
mm .76 

.78 
.87 
.8^ 

.95 

.91 
.79 
.70 

.78 

.83 

föb c 
p 

.01 

.02 
.05 
.03 

,22 
.18 

.2k 

.22 
■MftW .7^ ,80 

.78 
.52 
.37 

.71 

.61 

70c c 
p 

.02 

.02 
.08 
.06 

.13 

.16 
.26 
.36 mm-.-. 

.59 

.71 
.26 
.30 

.56 

.58 

80a c 
p 

.01 

.05 
.02 
.07 

.09 

.08 
.05 
.09 

.20 

.22 
.kl 
.29 

«• m .15 
.15 

.31 

.38 

80b c 
p 

.05 

.17 
.02 
.06 

.Ik 

.16 
.21 
.30 

M 
.63 

.7^ 

.70 
.85 
.85 mm mm 

,61 
„70 

80c c 
p 

.06 
,1k 

.05 

.09 
.01* 
.07 

.22 

.17 
.29 
.39 .k2 

.69 

.62 
.39 
.30 

mm 

C « Cfcicafio data 

P m Princeton data 

■v-  ^,  ---,-.- --.-.      ■* 
mmw»'^ ■ *mm0m 
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TÄHLB 2 

Scale Valuee for Haadvritlng Specimens 

50.       50b       50c       70a       80b       T0i>       80c       70c       80a 

0.000   0.210   0.657   1.179   1.799   1.756   2.0;*   2.169   2A72 

Princ'eton 0.000   0.107   0.**   O.808   1.252   1.578   1.690   1.7<*   2.M 

Chicago 

Total      0i000 o.lVf 0>92 0.958 l.W 1.62* 1.855 1.9*9 2.215 
Group 

[Probability of choice approximtely given by difference of scale 

values interpreted as a mit (standard) normal deviate, fitted 

according to Thurstone (1*, 15) or Hosteller (15)] 

i^ffjwg^i^wiiii^ ■■■■■■-™- • - - ^    > . .^ ..wjyittM^Mi'^Jtaiiwiw» 
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TABLE 5 

Theoretical Proportions (p*) Computed from 

Scale Values in Table 2 

■7 50a  50b   50c  70a  70b  70c   80a  80b  80c 

50a I 

50b £ 

50c 5; 

70a I 

70b ^ 

70c I 

80a ^ 

80b ° 

80c ^ 

.417 
A58 

.256 

.350 

.119 

.210 

.Qkl 

.057 

.015 

.036 

.007 

.020 

.056 

.105 

.020 

.(A5 

.585 

.5^2 

.327 

.391 

.166 

.2^2 

.063 

.071 

.025 

.0^6 

.012 

.026 

.056 

.126 

.033 

.057 

.7^ 

.650 

.673 

.609 

.301 

.336 

.1^0 

.116 

.065 
• 079 

.035 
,okQ 

.127 

.193 

.081 

.096 

.881 

.790 

.834 

.758 

.699 

.664 

.288 

.220 

.l6l 
,162 

.098 

.107 

.268 

.328 

.191 

.189 

959 
943 

937 
929 

860 
884 

712 
780 

333 
415 

231 
319 

476 
628 

376 
455 

C * Chicago data 

P m Princeton data 

.985 

.964 

.975 

.954 

.935 

.921 

.839 

.838 

.667 

.585 

381 
400 

644 
706 

546 
54l 

.993 

.980 

.988 

.974 

.965 

.952 

.902 

.893 

.769 

.681 

.619 

.600 

.749 
,787 

.662 

.640 

-r--'" ^■"'^:t*^'. = -. ■-...^ .■.^ ■   ■'■■.■ i.vj-.^toits:*-.**-'- 
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reoftina to be accounted for after the lav of comparative Judgment has 

been utilised, and win thus give coefficients which are analogous 

to ••reliahilities.,, For various illustrations of analysis of components 

of variance see, for exaa^le. Mood (12), Bennett and Franklin (2), 

Chapter 7, Davies» (k)  discussion of "expectation of mean square" beginning 

in Chapter if, Duncan (5), especially Chapters 23 and 2b t  or Tippetfs 

(16) discussion of substantive variances in Chapters 6 and ?. 

Framework of the analysis. 

Since i#e are dealing with proportions, the sampling variance is 

a function of the true proportion as well as of the sample size. 

[Kcr2 « ä(1 - «)! . If the analysis is conducted in terms of an angular 

transfom of each proportion, then the (binomial) sampling variance la 

a function primarily of N , and not of the true proportion. The 

angular transfom of the data is defined on. different scales by different 

authors. The simplest scale for our purposes is that used by Bald (9) 

in Ms table, vhere 

0 « 2 arc sin'»/p" (the arc is expressed in radians). 

The variance of 6 is l/N approximately, for proportions not 

too near 1 or 0. If Hp and H(l - p) both exceed If or 5 the approxi- 

mation is quite good. Even Bore extreme cases may be analyzed by the 

use of the averaged angular transformation, Freeman and Tukey (8), which 

vill be satisfactory for Np , N(l - p) > 1 . In the other common 

version, tabled by Fisher and rates (T)> 

e« = arc sin Jp* (the arc is expressed in degrees). 

vAmv&spmmaüitom- v&r*&.£m&.:$i:i.z ::"*i^ss2£n: 

N 
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The variance of ^ is approximately 821/N for proportions 

n m***  if p = .50 , 6 - jr/2 " 1-5708 > vbile 
not too close to 1 or 0. Thus if p - -^ >     / 

e« » 1*5.00 . In general. 

ep-Ä9'9^ 
K tames of e, are used, then, in order to fit into the patten, of 

Tame k,  the resulting sums of squares should he divided hy 8a. 

Xfce ooavenlence of an analysis In te»s of 6 -values lies in 

the fact that for pure hinoMaX variation the variance of any 9 is 

suhsts.tlany equal to the reciproca! of the nu^her of ohservations on 

which the p ishased. ms property of the anguUr t»nafo»ation 

silows the definition of «difted chi-squares, such as the one uaed hy 

Mosteller. ^.ich do not require denominators. When necessary, ve shall 

distinguish these modified chi-squares as jEg^x chi-squaree. 

yor each ordered pair of stimuli ( i,J ) ve have sn observed 

^4^» tn the observed p 's of Table 1, and a fitted angle 6 corresponding to the oosei-yon * 

angle 9» derived from the fitted-scale end corresponding to the 

ntted p» -s of Table }. Because of the sy-etry of the situation 

the mean of the complete set of P "s, or that of the p» 's, is .50. 

Correspondingly, the mesn of any complete set of e 's sad the mean 

of any complete set of 0» 's equsls 1.5708. 

Using angles, the snslysis of variance is given in terns of the 

following definitions: 

9 . 2 arc sin VF (observed vsiues) 

9. . 2 arc sin ^ (fl«e4 TOlueB) 

mmm 

S « 1.5708 « 2 aorc sins/.5 

(the arc is measured in radians). 

•■■ '-y«» 
~. ^.^M^Mi^m*,mmim™*mm*. 
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If au the stiBOll are Identical, and are Judged to be identical, then 

the proportion of Judg»ents »' i greater than J M would be .5 i« every 

case. 

We treat the observed angles 6 as if they were a sum of three 

types of contribution. This treatment is approximate in two ways. 

First, as Hosteller, (13, p. 215) was careful to point out in connection 

with his chi-square, the fitting used is a least-square fit on the 

normal scale but not on the angular scale. Consequently, residuals 

on the angular scale will not be as small as those resulting from a 

fitting procedure tailored to the angular scale. As a consequence, 

our estimated "reliability" coefficients will be somewhat smaller. 

Just as Hosteller's chi-squares are somewhat larger, than those 

obtainable from more closely tailored fits. Second, the imperfect 

linearity of the relation of angles to normal deviates means that the 

true scale difference for any pair compared is, when measured in angles, 

only approximately a difference. For the purpose of defining variance 

components and reliabilities this latter effect should not be quanti- 

tatively important. We shall use these approximations freely, usually 

without further ado. (We hope to return to their consideration, as 

well as that of other refinements of procedure, in another paper.) 

Let us return to the three types of contribution associated with a 

single comparison (as of two specimens of handwriting) and contributing 

to the observed angle. 

One contribution is approximately the difference between the true 

scale values for the two stimuli, (say s. - s. ), These s values 

mmaiMmmmnv'^.JMlf'::-:.     ■ 7:-. j:        .  •':.    ._ i-  . ,;> ^^^mjm.m'vm*-^mim»^mm^ 
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atay I» thought of aa drmvn fro« a po*mlation with varjUace    er  , 
8 

Hence the values la the cells ( s - s ) are regarded as drawn from 

a populatioa with variance 2(P , 

Another is a deviations component (designated d ) due to the 

deviations of the da^i». from the linear scaling model used. These 

d -values are drawn frora a popuLäclon with variance of . 
a 

Due to the fact that we are dealing with values determined from 

proportions, we have a binomial error component (say b ). These 

values are drawn from a population with variance fiC . 
D 

Thus we have the approximate composition of the observed values 

and the associated variance of the popuJAtion from which each of these 

three quantities may be thought of as drawn, aa follows: 

9n  * (»< " •«) + d,. +b 'U 1J T ij 

The population variaaces of these three components are respectively 

acr , oj and or . When the data are analyzed, the deviation of the 

observed 6 from their mean (designated § ) is easily separated into 

two parts, one a linear component in agreement with the law of compara- 

tive Judgaent, the other a residual component, as follows: 

(e^ - §) m (e^ -1) + (e44 - ©*4) 
linear residual total 

Correspondingly we have the three suns of squares. 

Total - \H% - ^ 
Linear ^a K%{eli'8)i 

■*&***■" -"'IS&*M*«\-^I 
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1/J iJ 
%y 

It nay be noted that a / d , and b all affect the linear component 

(and alao the total), while the residual is not affected by s , but 

only by d and b . This separation can now be used as the basis for 

an analysis of variance. 

Because of the nature of the fitting process, and because of the 

slightly non-linear relation between angles and noraaal deviates, the 

deviations of the observations from their means have been separated 

into two parts which are not formally "orthogonal." There is no 

necessity for 

to vanish. Consequently the two expressions for the sum of squares 

associated with the fit according to the law of comparative Judgment, 

and 

K%{9i>'S)2' K%(6^' *& s ST " ^   ' 
need not be precisely the same. So long as these give substantially 

the same answer, we may use either S_ or S^, - S^ in assessing a 

"reliability" without serious error. (Should they differ widely, re- 

consideration of the fitting would be in order.) 

The linear, residual, and total mean squares, together with the 

number of Judges ( N ) and the number of stimuli ( k ), may be used 

■»»siz-jisÄSsw..; srSS*« 

N 
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to give estimates of the variances as follovs: 

total laean square 
^T ,2       2   2\ 

2S. D 
residual mean square   D ■ f^ _ 1)7^ . ^) 

1      2 
binomial mean square  ^ - est aj 

= est ("d+ ^ 

linear mean square L s P^n " est (ko£ + of + a^) 

It should "be noted, as pointed out above, that ve also have another 

possible value for the linear mean square given by 

m^Ji+„. \i^.. „t (^ *,i + $ 

We may also define «m associated set of chi-squares as follows! 

x; -HST 

VD ■ N^ST ' SD^ 

^-^L   > 

NST 

iaie basic formulas for the associated analyses are suBinarlzed in 

Table k. 
» .   .. 

Starting vith the observed values ( p ) and fitted values ( p* ) 

the values of I and 0* are found. Wies« are used to compute S» , 

S« , and Su | the sums of squares. From these ve get the mean square 

values designated T , I? , and L . These are used to give the 

estimates of variance components and "reliabilities." 

The application of the procedure indicated in Table k to the data 

of Table 1 gives the results indicated in Table 5. la Table 5 the 

&^Müim1äi& 
■■ ■       ■      ■■: 



-mmß^«mt mmmm 

^ ^S«HMBHM| ■-;■■■..■,  ;v.     v       ^■::. ■     ..      .. .      ■.,..■■   ,.::i^;;&^:i;:..,;;1. 

91 

!P 

* 2" 09 

«M   «9 
O   0) 

cvido 

+ 
D 

CVI 

«r I 

M 

ICEi 

I 

■r-j 

M 
CVI 

I 

of1 

o 
I 

V 

o 
H 
i 

+ 
<MJÖ 

O 

D 
M 

^ 

i-4 

M 
H 

i 

LM 

ft 

R 
i 

W 

of 

wf of' 
MI 

KB 

l 

W^Q 

D 

ft 

Hl 

sT 
ff 
H 
i 

of 
m 

cvi 

r 

-i5- 

9 
«~.jtvi 

I 
M 

9) 
+> IM H 
Q O cd 
0 Vl  u 

cd -p a III 
«0  O H 
9)   O 
P4 a >> I 

< 
5 
H 

i 

ft 

a h 
»4 
o 

ftl 
Ml 

■H ü 
cy. 'd0 V cv^m 

a> 

3      a 

«      +> 
O       Vl 

CQ 

o o 

P   0 

lg 

ITv 

It 

5   3   3 
to      to      a 

CVJ «."VJ       <M 

n ii       « 

■H ♦•Hl 
CD CE> 

g 

■H 

3 

a 

| 

■P 
•v-J 

*H 
O 

M 
9) 

a 
II 

U 
o 

» fe 
Ki Bl 

■O +> 

^ Ja 

o «> 

(1) A 

i 

m <« 

CVJ   KM 

n 
f./ 

N 

Q 
I 

•w 
CVJ 

<H 

n 

u 

Ii 

« 

<H 

at 

CVJ  « 
D 

CVI 

JW^D 

cvi «d o cvj w 

jw « 
D 

CVJ 

II 

Q. 

KVJ^ 

+ 

o 

|cvi m 
D 

CVJ 

Hlte 
I 

EH 

Kxj^o 

^ 

CJ 

a 

«v 
CM_m 

cvi 

S 

i 

H 
It 

+    ^ 

CVJ 

aw d0 

-^■WJtt-t^wt^-MwWtm^iC^wr«^^ .r-^S^'^r 



values obtained for the Chicago group are indicated by (C), the values 

for the Princeton group by (P), and the values obtained by pooling the 

numbers of Judgments for the two groups are indicated by (T). The 

data on baseball teams presented by Hosteller (13) ie indicated by (B). 

The results shov consistency in the variance components. Three 

estimates of the linear component are available in the handwriting 

experiment, 0.5521 (Chicago), 0.2866 (Princeton), and 0.5115 (combined). 

Three estimates are similarly available of a "deviations from scalability" 

component, C.0l66 (Chicago), 0,0171 (Princeton), and 0.0176 (combined). 

In comparison with the linear component the deviations components are 

small and agree unusually well among themselves. This fact suggests 

that we have systematic and consistent, though small, deviations from 

the law of comparative Judgment. 

Variance ratios. 

In dealing with psychological tests many different sets of variance 

ratios have been used, giving various types of validity and reliability 

coefficients each having somewhat different properties and serving 

somewhat different purposes. In general these coefficients are the 

ratio of a measure of "true variance" to a measure of "observed variance" 

which includes both "true variance and error variance." One reasonable 

Interpretation for paired comparisons Is to regard the linear component 
s • Op 

( 2o2 ) as "true variance" and the other two components ( or^ + (^ ) as 

error variance, so that we may define a coefficient of "linear consis- 

tency" through 

o 2 
s    - 2(L - D) ._ „ 

gK; . ,,r-..,>imi0mmm8iis^^ 
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Ccmparlson of Scaling Data 

Analysis of Variance 

Source of 
variation 

Degrees of 
freedom 

Sum of 
squares 

Mean 
square 

All 

36 

28 

26.7717 
21.jkÖk 
25.6709 

5.3^68 

.7^57 (C) 

.6059 (P) 

.6575 (T) 

.1195 (B) 

T % 
k - 1 

Linear scale 
8 

7 

'2^5606 
20.8661 
22.6075 

2.6813 

3.1951 (3.253^) (C) 
2.6083 (2.6229) (P) 
2.8259 (2.8796) (T) 

.5830 (0.3822) (B) 

Residual 
28 

21 
( 

.7^9 

.7575 

.6358 

.6717 

„0266 
.0271 
.0226 

(C) 
P) 
T) 

.0320  (B) 

(C) 
(P) 
(T) 

(B) 

Linear scale values, cr 

Estimated Variance Components 
2 

L--D 
TT 
.5521 
.2868 
.3115 

.0^39 

T-D 
T" 

,3585 
.288^ 

.0^37 

Deviations from 
2 

scalability, a 

.0166 

.0171 
,0176 

».0135 

d 

Angular 
cbi-square 

2677.17 
2174,04 
4734.18 

73.63 

^^L 

2556.06"> 

2086.61 > 
4521.50^ 

58.99 

i NST D 

74.49 1 
75.75 r 

126.76 J 
14.78 

(<. 00001) 

(<.000l) 

(<.0000l) 

(<.000l) 

(<.000l) 

(.80+) 

Estimated Reliabilities 
0 

2(L-D) 
kT 

ss 

■^ ~ m 

•80* kb 

(C) 

(T) 

(B) 

.9468 .0642 .9723 

.9498 .9551 .9652 

.9^75 .9656 .9733 

(r2 = .956) 

l.~i NT 

Binomial variation, 0^ 

.0100 

.0100 
,0050 

.0455 

.7345 .7522   .7993 

.9866 

.9854 

.9924 

(^ « .939) 

.6192 

(C) 

(P) 
(T) 

(B) 

k 
9 

N 
100 Chicago data 

Princeton data    9 100 

These tvo together 9 200 

Baseball data from 8 
Hosteller (13) 

22 
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The factor 2 arises from the fact that oß was noxmalized In 

terns of Individual stimuli, while od and (^ are normalized iu 

terms of differences. That is, a*   is the variance of the k different 

s -values, while the variance of the k(k - l) values ( «^ - 8j ) 

is 2o2 , and the observed variance for the cell entries is 
s 

/ «j2   2   2 v ( K + 0d + % >• 
If the linear sum of squares is taken as ST - SD (instead of 

S ), then we have another estimate for the coefficient of linear con- 

sistency. 

SB 

T - D * 
    3S 

T 

2< 
—^ T~" 
2<r + a, + 

B        d 

« Pe 

These coefficients r  and r^., indicate the extent to which the 
3        So 

linear model (as represented by the fitted values ®* ) fits the observed 

cell entvies, given by B  . For example, if the agreement is perfect, 

then SD and D will equal zero, ST will equal SL which means that 

2L/k = T so that r = r  = 1.00 . If, on the other hand, the mean 

squares T , L , and D are all equal, then r8 - rsB - 0.00 . These 

coefficients rs and reß are regeirded as similar to ree* , the square 

of the correlation between observed and true values asstrndug the linear 

model. Alternatively, rB and rßs may be regarded as representing 

the correlation between two sets of observed values provided their 

correlation is entirely accounted, for by the true values (assuming a 

linear model). The coefficients rß or rßß may be regarded as 

appropriate to the recomparison of a randomly selected pair of the nine 

handwriting specimens against a background of seven other specimens 

'^mmmmmm^ssVSSBBBM WSSStMr' * 
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covering the same range of merit and hence drawn fit» a population 

having the same 0  as the specimens used in this experiment. For 

exanple, if another set of three specimens each of values 50, 70, and 

80 were scaled, a almllar ers would be expected; if ffj and ajj also 

remained about the same, a similar degree of agreement between fitted 

and observed values, i.e., a similar coefficient of linear consistency, 

would be expected. 

However, if all the handwriting specimens (from 10 to 90) in the 

Ayres Scale were used, one would expect a larger (Q  , and if, as seems 

plausible, o^ remined about the same, the result would be a higher 

coefficient than that found here using only values 50, 70, and 80. On 

the other hand, if one used only specimens 50, 60, and 70,, a slightly 

smaller «rf and (if öf remained about the same) a slightly lower 

reliability would be expect«!. 

It can be seen that even though Hosteller's chi-square goodness 

of fit test ( X? ) shows clearly that the hanäwriting data deviates 

significantly from a linear scale, nevertheless the scales show a 

satisfactory agreement with the linear model, about .95 for the case 

where the nine haadwritiag specimens were rated by 100 or 200 Judges. 

Since only Zc     is conaldered to be true variance, the coefficients 
8 

given by r  and r  will be what are usually termed "conservative" 
8        SS 

estimates. A "dashing" estimate for reliability is obtained by 

regarding 0, as part of the true variance rather than as part of 

the error variance, llhus we have 

*»mim&mmmtim*^'i,^mm'M*r:'^'_ -■■■■■■3^—^T-^-*^'Wte&. - 

^v 
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2a8+ tfd + % 

111 
T 

This definition yields for the handwriting data reliabilities of .98 or 

.99. Thin  coefficient represents the correlation hetween two sets of 

9 -values fjr the same stifflull Judged by another random sample of 

people from the same population. Coefficients computed from this 

formula are appropriate to the recoraparison of a randomly selected pair 

of the nine specimens against a background of seven other handwriting 

2 
specimens drawn from a population having the same aB   and also the 

same peculiarities that produced the deviations from linearity. One 

possibility is a recomparison of a random pair against a background 

of the same seven other handwriting specimens. Thus we see that without 

any aeeumptions about the law of comparative Judgment one has a set 

of etimai that cannot be regarded as Indifferent to the subjects. 

A corresponding chi-sguare is given by 

with degree® of freedom 

df ■ (k/2)(k - 1) 

These values of chi-square ( X^ in Tahle 5) are all extremely large, 

indicating a negligible probability that the data could have arisen by 

random sampling from a population in which the proportions were all .5« 

The coefficient ( r. ), which is »ero if the percentages of Table 1 

are all random binomial deviations from ,5> may be compared with 

Kendall's coefficient of agreement (10, pp., 125ff.i 11, PP. 555ff.), 

,.A:.    •:, ■■,,■      „    .    ;   ■ ..■■.■■■   .    ,■■■.-■:■ ■ ■■■»L.-.V:.  --^V JW - 
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which is unity only it all proportions are 1.0 or 0.0/ i.e., if there 

is complete agreement among all Judgea in making each Judgment. Kendall's 

coefficient of agreement is determined directly from the experimental 

frequencies, vithout using any transforms^ such as the arc sin. The data 

here presented cannot he regarded as showing such agreement among all 

judges. However, it clearly cannot be regarded as indicating only 

random Judgments. 

We may compare these coefficients computable for p  single set of 

data with more conventional reliabilities obtained by comparing the 

Princeton with the Chicago scale values. The correlation between the 

two sets of values in Table 2 ( r. ) is .989, which, it may be noted, 

is similar in magnitude to r, . If we make no allowance for changes 

in discrimlnal dispersion, but take the entire difference of scale 

values (adjusted to a common mean but not to a common variance) as 

error, then 

. 1.22|x - y^- = .956 r2 

which is similar in magnitude to the estimates of po . 
s 

Two coefficients have been suggested. The coefficient r.  indicates 

the extent to which the stimuli are differentiated by the subjects. 

It seems reasonable to regard r  or r  as a conservative 
s     ss 

estimate of consistency for a single set of data scaled by the law of 
« 

comparative Judgment. In such a case there would be no replication to 

2 
indicate that a, might, from some points of view, reasonably be re- 

garded as part of the true variance. The estimates r  and r   give 
s       SB 

>-_...- J^*1  ,.  '""f-t** "■    " „  "<-w'"-**«'f*l*Mfrii»»'^^^^^^ a^'^f>'W»Wajfr«ff£^)Wim^^&- 
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a direct iMasure of the agreement between the observed ( 6 ) acd 

fitted ( 0* ) values of the arc sin "Tp . 

The lines labelled "(B)" In Table 5 give for comparison the data 

on baseball teams reported by Hosteller (13). It Is Interesting to 

note that despite the non-significant chi-square, the reliability 

( rg or rsfl ) is only .73> while r^ = .62 . This low reliability 

is due apparently to the similarity of the different teams, since 

2 « 
est 0Q is only .W39,  which is less than the binomial variation of 

.0,*55 with which cr must be combined. Under these circumiätances it s 

is not surprising that chi-square Is not significant, especially with 

H as low as 22„ On. the other hand, the data on handwriting has a 

smaller binomial variance (.01), and a much larger a     (about .5)« 

Despite the fact that the residual mean square ( D ) is slightly smaD.er 

than that for the baseball data, when N equals 100 or 200 with 28 

degrees of freedom, this much smaller dlscrepajcicy cannot be regarded 

as due to chance. 

In summary, a variance-components analysis has been presented for 

paired comparisons. IMs analysis gives estimates of the variance of 

the actual scale values ( o ), and the variance of observations due 

2 
to deviations of the data from the linear paired comparisons model ( crj ), 

which are compared with the binomial samplliag variance ( flt ). A variety 

of coefficients based on these three variances are also presented. If 

one Is Interested in asking whether or not the subjects' responses axe 

purely random, then Kendall's coefficient of agreement, or the r. as 

presented here may be used. If one is interested In the extent to which 

the law of comparative Judgment accounts for the data, then r  or r 
'      s     ne 

would be the appropriate coefficient. 

.^;—*^-^ ™.»™».«*^:^. * 
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